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Buying a phone based on a CPU benchmark performance is liKe buying
a car based on what Kind of tyres it has.
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Motivation
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Motivation

+ +ve feedback loop between power and temperature.

+ Leakage power increases exponentially with temperature.

+ Thermal limits are constant (Skin 40—45 °C).

* No Heat Sinks.

+ Power management needs to be made temperature-aware.
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Research Description

Mobile devices that rely on a managed run-time
system pay a significant energy overhead for GC.
Thus, tuning the GC implementation ameliorates the
total device energy consumption with a minimal
impact on throughput and responsiveness.

Tangible Conclusions

* Varying GC strategy can reduce on-chip energy by 20-30%
* GC cost function is related to DVFS

* Integration between GC and power mechanisms is effective
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Research Description

© Challenges

® Methodology to evaluate VM services

©® Significance of the GC

@ Impact of GC implementation on a device
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Research Description

Program/
Bytecode

it
* Refined methodology
» Standard benchmarking.
» Powerful profiling infrastructures.
+ Evaluation scope

» Tradeoffs are less understood.
» Research gap between different
Iayers [Kambadur&Kim(2014)]. o | ;
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Description
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Research Description

* Young platform: benchmarking has yet to emerge

+ Adaptive behavior, different functionality

+ Synthetic, and measures a single feature

+ Blackboxes rely on I/O libraries, irrelevant to VM control
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Research Description

+ Java ports:
» DaCapo: 4 applications; xalan, lusearch, pmd, and luindex.
» SPECjvm98: all 8 applications.
» Small workload.

+ Advantage:

» Enables validation.
» Enables correlation between VM and device performance.
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Research Description

« Common alternatives:

» Analytical models are restricted.
» Power rails are not accessible.

+ On-Chip Measurements:
» Account for static & dynamic powers.

» Isolate environment noise.
o N o .
> CPU is significant ~ 20 — 40% APQ8074 System-On-Module (SOM)

[Carroll&Heiser(2010)]. modifications to measure power for the
quad-Krait application processors
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Research Description

+ Performance counters: e oo
> Memory: L1 access and miss. i
» CPU Cycles: Amount of work. .|
> Instructions. 2 21 | H‘
. . o o 12f
- Scheduling statistics: switching, & ../ l‘
migrations, delays, efc.. a
0-1
+ systrace: frequency, idle, ool Lt
WOI’kqueueS [Android-Systrace] . lusearch —ﬁ:ree(:uency
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Research Description

* Mobiles are not real-time systems rrori.
* Humans perceive pauses greater than 50ms (ronco73).
+ WCET is not adequate:
» End-to-end execution.
» Relation with power is less understood wineim et al(2008)1.
+ Distribution of pauses: min. mutator utilization (MMU).

» Three groups of pauses: (i) Safepoints, (ii) foreground GC,
and (iii) waiting for GC.

» MMU for a window of length w is the minimum*=£2%5€S (for
all mutators) over all time slices of length w.
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Coordination between GC & Power

© Study the design choices by comparison:

» Android Dalvik has concurrent mark-sweep
» Extend Dalvik's GC with Generational & On-Fly.

® Analyze the degree of concurrency:

» Background GC: mutators yield to GC daemon.
» Foreground GC: disables GC daemon.
» Set thread priorities.

® Revisit GC configurations:
» Change heap growth policies.
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Coordination between GC & Power

Background GC lifts MMU € el
for large heaps. E wl [ owdiy - -
Iy g
* Foreground has bett.er. . ol Genond 77
MMU because of priorities. 0 oyt ; i
+ Generational lifts the ime (&)

background performance.

+ Background GC consumes
more energy.

* Foreground saves energy.

MinMU (%)
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Coordination between GC & Power

+ App workload increases with tighter heaps.
+ Smaller heaps imply more frequency transitions.
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Coordination between GC & Power

* Increased throughput # better energy consumption.

+ GC events have a significant impact on DVFS decisions.
- DVFS adopts “race-to-idle”.

* DVFS has latency (too late).

DVFS cannot detect impulses.
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Coordination between GC & Power

Program’s execution changes over time in phases.

GC has a lower CPI compared to the average mutator
workload.

4.0 5.0
avgGC — actualGC +  total-App —--- avgGC — actual-GC +  total-App -
45 L il
S O O Sy S S e o e A S S IO N S
40| 4
30 4
35 4
T 25 e S + + 1 & 30 8
] Foospey e *y o i +F 4 4] ©
W e d 0\*’%"' ¥ M 25| |
20 [P e ,* " f::f :**t £ L Vet e B et 1]
iy . AR N = PRARA %
. wft» - :&;.w»* o e *\*’*‘ﬁ 20r s + . A
15| + e P 4
15 L 4
10 . . . . ; ! ! . ; 10 : : . ; ; ! . ; ; ;
[ 75 150 225 300 375 450 525 600 675 40 80 120 160 200 240 280 320 360 400
time (MB of allocations) time (MB of allocations)
lusearch CPI (GC daemon vs. total app) xalan CPI (GC daemon vs. total app)

Ahmed Hussein PURDUE



Coordination between GC & Power

+ Reduce wasted cycles during concurrent GC:
» Pin GC daemon to core-0.
» Cap the maximum frequency of core-0.
+ Explore the tradeoff using different frequencies:

» Vary the maximum core speed.
» Study the throughput and responsiveness tradeoffs.
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Block diagram of the modified architecture
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Coordination between GC & Power
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+ The lower the capping frequency, the lower the CPI
+ 30% energy reduction at 0.96GHz capping frequency
+ 20% time overhead at worst-case
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Conclusions

+ Ahead-of-time Compiler for Android 4.4
+ ART implements several of our GC improvements:

One major pause time instead of two

Sticky collector to deal with short lived objects
A separate heap for large objects

Parallel processing during the pauses

+ Exploring ART’s behavior is necessary:

» Relevance to real devices
» New VM produces new profiles

vV vy VvVyy
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Conclusions

GC is significant for energy, responsiveness, and
throughput.

Concurrent GC has different workloads compared to App
mutators.

GC benefits from direct integrations with Power Managers.
GC-aware governors outperform GC parameter tunings.

It is necessary to evaluate Mobile systems through
non-adjacent layers.

Mobile platform needs standard benchmarkings and
methodology.
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Appendix

Power Savings in DRAM:

» Self Refresh

» Sleep States
Memory performance at reduced
CPUfreq depends on architec-
ture ischone et al.2012)].

System NoC

N
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@

benchmark phases' Bus and core topology
Portion of cache-residency.

RPM chooses a performance level that satisfies all
outstanding requests for a bus.
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Master’s thesis, Purdue University, 2013.
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